Abstract

Caching can reduce expensive data transfers and improve the performance of mobile computing. To reuse caches after short disconnections, invalidation reports are broadcast to clients to identify outdated items. Detailed reports may not be desirable because they can consume too much bandwidth. On the other hand, false invalidations set in if accurate timing of updates is not provided. We observe that false invalidation rates are closely related to clients’ reconnection patterns and show that in theory, for any given reconnection pattern, a report with a minimal false invalidation rate can be derived. For practical uses, we capture the reconnection pattern by sampling and use the pattern to compose a near-optimal invalidation reports. This method is simple and fast. Experimental results have confirmed that our method is indeed close to optimal and more effective in reducing the false invalidation rate than others.
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1. Introduction

Without wires to impede mobility, today’s cordless and cellular telephones provide the ultimate accessibility, convenience, and flexibility. Countless mobile databases are in use today, including mobile surgical databases [24], stock information systems, and a variety of general purposed pocket databases for small business and personal use. In a mobile or nomadic computing environment [5], a set of database servers disseminates information via wireless channels to mobile clients [25]. This environment no longer requires clients to stay in fixed positions in the network. Clients can relocate and connect to different database servers at different times.

Due to the narrow bandwidth of wireless channels, communication between the clients and servers ought to be minimized to reduce contentions. Caching of frequently accessed data at mobile clients has been shown to be a very effective mechanism in handling this problem. Other benefits of caching include energy savings (by reducing the amount of data transferred) and cost savings (especially if one is billed on a pay-per-packet basis).

In general, updates to database are broadcast by the server without much delay to the clients. Therefore, as long as the clients stay connected, their caches are current. However, in a mobile database environment, clients are frequently disconnected due to battery power saving measures [12] or unpredictable failures. Discarding entire caches after short disconnections could be wasteful as many data items in the caches may still be valid; this is especially true for a mobile database environment, where the bandwidth is narrow and battery power (of clients) is limited. Therefore, an efficient scheme for reuse of cache is much needed [21].
Many caching coherence algorithms have been proposed for conventional client-server architectures [7, 10, 11, 26, 28]. However, due to the unique features of the mobile computing environment, such as narrow bandwidth, frequent disconnections, weak communication capability (of clients), etc., these algorithms may not be directly applicable. There have been some researches on cache management for mobile computing published recently in the literature 2, 6, 8, 9, 18, 19, 21, 22, 29 etc. To reuse the caches after short connections, a common approach is to broadcast invalidation reports to clients to help identifying outdated items in the caches [3, 14, 16]. Detailed reports can be long, consuming much bandwidth and thus may not be desirable. On the other hand, without detailed timing information, cached items can be falsely invalidated. In this paper, we discuss how to compose a report with a minimal false invalidation rate. We observe that false invalidation rates have to do with clients’ reconnection patterns, that is, the distribution of the time spans between disconnection and reconnection. By applying Newton’s method to the clients’ reconnection pattern, we show that a report with a minimal false invalidation rate can be derived. For practical uses, we devise a method that yields a near-optimal invalidation report that can be composed efficiently. Simulation results have also confirmed that our near-optimal method is fast and effective in reducing false invalidations.

The rest of the paper is organized as follows. In Section 2, we review the mobile computing environment and research on cache management for such an environment. Section 3 reviews the compositions of invalidation reports to lay down the groundwork for our approach. In Section 4, we take clients’ reconnection patterns into account in the design of invalidation reports. We show that by using Newton’s method, reports with minimal false invalidation rate can be obtained. In Section 5, we compose a near-optimal report that can be efficiently composed. Simulation results are presented in Section 6, and we conclude our study in Section 7.

2. Preliminary

2.1 A Mobil Client-Server Computing Architecture

Today, most commercial relational database management systems are based on the client-server architectures. In the client-server architecture, the database resides at the server and is accessed by application programs running on the clients’ workstations. In a mobile client/server computing environment, clients no longer are required to remain in fixed positions. Figure 1 shows a general architecture for a mobile client-server computing paradigm that is similar to [15].

Figure 1. A Mobile Computing Architecture
It consists of a large number of mobile client hosts (MCHs) and relatively fewer, but more powerful fixed hosts that are connected through a wired network. MCHs usually have weaker transmitting capability than fixed hosts. Some of the fixed hosts, called the MSS (Mobile Support Stations) [4], are equipped with a wireless interface to communicate with MCHs. Fixed hosts can communicate with other hosts (mobile or fixed) via a wireless channel.

An MCH can directly communicate with an MSS if it is physically located within the cell serviced by the MSS. A wireless communication channel comprises an uplink (from a client to the server) and a downlink (from the server to a client) sub channels. An MCH submits requests to the local MSS via an uplink channel and receives the results via a downlink channel. Due to the weaker transmitting capability of the mobile clients (as compared to the fixed hosts), an asymmetric communication with much smaller uplink bandwidth than downlink is created. Receiving messages is less costly than sending messages for clients.

2.2. Cache Management

There have been some researches on designing cache coherence schemes for mobile computing. Refresh time [11] has been used to determine the validity of cached items. Each item cached is associated with a refresh time. When the refresh time expires, the client contacts the server for an updated value. However, appropriate refresh durations are difficult to determine. Dynamic refresh time [10], based on the update frequency of the items, has been proposed as an improvement. However, many cached items can still be falsely invalidated (i.e., valid items considered as invalid) while others may be falsely validated (i.e., invalid items considered as valid). The cache coherency is not maintained effectively and consistently.

The cache invalidation method was proposed [3] to minimize the data transfer in both directions: the downlink and the uplink. In this approach, the server, periodically or asynchronously, broadcasts reports containing items that have been updated. When a client receives such reports, it checks against its cache and invalidate. Due to its simplicity and efficiency, invalidation reports have been adopted in many recent researches [17, 18, 22, 27].

3. Invalidation Reports

Based on the timing of the invalidation messages being broadcast, cache invalidation methods can be either asynchronous or synchronous. In an asynchronous approach [17, 25, 27], a server broadcasts an invalidation message as soon as an item changes its value. One problem with the asynchronous approach is its unpredictable waiting time for such invalidation messages. Some improvements have been made [22] such that at least one broadcast is sent in a given period. In the synchronous approach [3, 25, 28], cache invalidation messages are broadcast periodically. That is, the server gathers updates for a period of time and then broadcasts these updates with the time of updates all in one message. Once invalid items are found in the cache, the client submits an uplink request for updated values. Despite the differences in cache coherence schemes, it is generally assumed that outdated items in caches are updated immediately. Therefore, as long as a client stay connected, its cache remains current.

While invalidation reports can be used to invalidate outdated items in the cache, another use of invalidation reports is to help reconnected users identify outdated items without discarding the cache after short disconnections. Discarding entire caches after short disconnections can be wasteful, as many data items in the caches may still be valid. This is particularly important to the mobile databases, where the bandwidth is narrow and battery power (of clients) is limited [5, 21].
In the following sections, we will focus on composing invalidation reports for reconnected clients. We first briefly describe existing methods for composing invalidation reports.

3.1 Broadcasting Timestamp (BT) Strategy

Broadcasting timestamp (BT) strategy [3] was developed based on the synchronous invalidation approach. The report is composed of a set of pairs (ID, timestamp), in which ID specifies an item that has been updated, and the timestamp indicates when a change was made to that item. Note that a report can only cover the activities of a limited period of time, called a window period. The longer the window period, the larger the invalidation report. If a client has disconnected longer than the window period, the entire cache must be discarded.

3.2 Bit-Sequence (BS) Approach

In the BS approach [16], each data item is mapped to a bit of an N-bit sequence, where N is the total number of data items in the database. That is, the n$^\text{th}$ bit in the sequence corresponds to the n$^\text{th}$ data item in the database. A value “1” in a bit indicates the corresponding data item has been changed; and “0” indicates otherwise. It reduces the naming space from $N\log(N)$ bits for N items (in the BT approach) to N bits here. Note that in BT at least $\log(N)$ bits are needed to store the ID of an item.

To further reduce the size of a report, instead of using one timestamp for each updated item, the report uses only one timestamp. A bit value “1” in the bit-sequence now indicates that the corresponding item has been updated since the timestamp of the report. A bit value “0” indicates no change has been made to that item since the timestamp. Unfortunately, this measure also decreases the accuracy of the report since there is only one timestamp in a report. All items mentioned in the report have to be treated as being updated at the time indicated by the timestamp. As a result, valid items could be falsely invalidated; that is, false invalidations set in. For example, consider a client disconnected at time d, as shown in Figure 2. After reconnected, it received a report with a timestamp t. Recall that updates are broadcast by the server and are immediately reflected in clients’ caches. Therefore, the client still has valid copies for those items updated between t and d. Since there is no way to tell these items from items updated after d in the report, all the items mentioned in the report will all have to be purged when the client reconnects.

![Figure 2: False Invalidations](image)

In order to reduce the false invalidations, a hierarchically structured and more detailed report has been proposed [16]. Instead of using just one bit-sequence (and a timestamp), n bit-sequences ($n > 1$), each is associated with a timestamp, are used in the report to show the update activities of n overlapping subintervals. Specifically, the $i^\text{th}$ sequence ($0 \leq i \leq n-1$), denoted by $B_i$, has a length of $N/2^i$ bits, where N is the number of data items in the database, and it records the
latest N/2^{i+1} update activities. Each bit-sequence is associated with a timestamp T(B_i) indicating since when there have been such N/2^{i+1} updates. As shown in Figure 3, the first bit-sequence B_0 has a length of N and half of it are “1” bits, indicating that N/2 items (out of N) have been updated since T(B_0). The second sequence B_1 has N/2 bits, each corresponding to a data item that has a “1” bit in B_0. In general, the j^{th} bit of the B_i corresponds to the j^{th} “1” bit in the B_{i-1}, and half of each bit-sequence are 1’s. The total number of bit-sequences n is log(N).

![Figure 3: An Invalidation Report with Client Disconnection Time](image)

### 3.2.1 A Dynamic BS Scheme

The above BS scheme has been modified in [16] to accommodate a variable number of updates (instead of just N/2) for the reported period. The modified scheme is called the dynamic BS. Instead of mapping an item to a bit in B_0, each updated item is represented explicitly by its ID in the dynamic BS. Thus, B_0 is now made of the IDs of those items that have been updated since T(B_0). The rest of bit-sequences (B_1, …, B_{n-1}) are composed in the same way as in the original BS. That is, sequence B_i (0 < i ≤ n-1) has k/2^{i-1} bits, with half of them being “1”s, where k is the number of items updated since T(B_0).

If both an ID and a timestamp are implemented as a 32-bit integer, the total size of a report can be calculated approximately as 32k + 2k + 32 log(k), where 32k is the size of k IDs (i.e., B_0), 2k is the size of the rest of the bit-sequences (i.e., B_1, …, B_{n-1}), and log(k) is the number of timestamps (or the number of bit sequences) [16].

### 4. Composition of Optimal Hierarchical Bit-Sequences

Although Jing’s [16] hierarchically structured bit-sequences discussed above reduced the naming space of items and the number of timestamps, there is no justification for why the bit-sequence hierarchy should be partitioned based on half of the updates, i.e., N/2^i or k/2^i updates. In fact, this “half-update-partition” scheme could favor one situation over another. Here, we use Figure 3 again as an example. After reconnecting at (or before) the current time, clients 1 and 2 can use B_0 to invalidate their items, and client 3 will use B_1. Since clients 1 and 2 disconnected
between $T(B_0)$ and $T(B_1)$, as explained earlier in Figure 2, all cached items updated during this period will have to be invalidated and some of them might be falsely invalidated. Thus, if there are a large number of clients like clients 1 and 2, who disconnected during this (likely long) period, there can be a lot of items falsely invalidated. On the other hand, since there is no client disconnected between $T(B_{n-2})$ and $T(B_{n-1})$, the bit-sequences $B_{n-2}$ is wasted. The above scenario is likely to happen because the time span between $T(B_0)$ and $T(B_1)$ is likely much longer than that between $T(B_{n-2})$ and $T(B_{n-1})$. As observed, there are more bit-sequences covering the more recent but shorter periods than the earlier but longer periods in Jing’s approach. Clearly, this hierarchical structure with “half-update- partition” may not yield minimal false invalidations.

In this research, we attempt to find hierarchically structured bit-sequences that minimize the false invalidation rate. Specifically, we will investigate the division of the $n$ overlapping subintervals in the report such that the false invalidations can be minimized.

The window size of an invalidation report $W$ refers to the time period covered in a report, that is, from $T(B_0)$ to the current time. Here, we assume that $W$ is fixed and predetermined by the system.

4.1 Reconnection Patterns

It is observed that the false invalidations are due to the inaccuracy of the report as the exact time of updates has been replaced by fewer rough timestamps (to save bandwidth). Increasing the number of bit-sequences (and also the timestamps) can certainly increase the accuracy of the report and thus reduce the false invalidation; however, this could also compromise the goal of saving bandwidth. In this research, we consider how to make the best use of bit sequences to lower the false invalidations.

As noted earlier, some of the bit-sequences are of little or no use because there are few or no clients disconnected during that period. Those bit-sequences could have been used more effectively if we had placed them in the periods with more disconnected clients. That is, the effectiveness of the bit-sequences is closely related to the reconnection patterns of mobile clients; i.e., how long clients are likely to reconnect after disconnection. Therefore, to reduce the false invalidation rates, a reorganization of the bit-sequences that takes into account clients’ reconnection patterns needs to be devised.

Assume that the reconnection pattern [20] can be represented by a certain probability distribution such as the one shown in Figure 4, where the X-axis is the time lapsed from the last disconnect time to the reconnect time, while the Y-axis represents the number of clients.

![Figure 4: Reconnect Time Distribution](image-url)
Let us analyze the relationship between the false invalidations and the reconnect distributions. Assume that a mobile client disconnected at time $x$. After it reconnects and receives its first report, it looks for a sequence, say $B_i$, in the report with the largest timestamp that is less than or equal to its disconnection time $x$ (i.e., $T(B_i) \leq x$). If the client did not disconnect exactly at $T(B_i)$, there might be a chance for false invalidation, because the client may have already updated some of the items in its cache between $T(B_i)$ and $x$ when it was still connected. The larger the difference between $x$ and $T(B_i)$, the more items might have been updated by the clients before disconnection, and those items would be falsely invalidated when reconnected.

### 4.2 An Optimal Report with Minimal False Invalidation

Now, let us derive the relationship between the false invalidation and the partition of window for a given reconnection pattern. Since the server receives update requests from users of all kinds, we may assume that updates to the database are independent. Let $c$ be the update arrival rate during the window period. Then, the expected number of items falsely invalidated for a client disconnected at $x$, denoted $FI(x)$, is

$$FI(x) = c \cdot \left( x - T(B_i) \right)$$

where $n$ is the number of bit-sequences in the report, $T(B_n) = CT$ (i.e., the current time). To minimize $TFI$ is equivalent to maximizing $\sum_{i=0}^{n-1} \left( \int_{T(B_i)}^{T(B_{i+1})} x f(x)dx \right)$ since $\int_{T(B_i)}^{T(B_{i+1})} x f(x)dx$ is a constant.

The problem becomes how to partition the window into $n$ subintervals to maximize $\sum_{i=0}^{n-1} \left( \int_{T(B_i)}^{T(B_{i+1})} f(x)dx \right)$. The following theorem [13] justifies the existence of a subdivision that maximizes the formula.

**Theorem.** Suppose $f(x)$ is a continuous positive real function on interval $[a, b]$, and $n$ is a positive integer. Then, there exists a vector $X = [x_1, \cdots, x_{n-1}]^T$ such that $g(X) = \sum_{i=0}^{n-1} \left( \int_{x_i}^{x_{i+1}} x f(x)dx \right)$, where $a = x_0 \leq x_1 \leq \cdots \leq x_{n-1} \leq x_n = b$, attains its maximum. Furthermore, the value of $X$ is the solution to the nonlinear system

$$\int_{x_i}^{x_{i+1}} f(x)dx + f(x_i)(x_{i+1} - x_i) = 0, \quad i = 1, 2, \cdots, n-1. \quad (4.2)$$

To minimize $TFI$ is equivalent to maximize $\sum_{i=0}^{n-1} \left( \int_{T(B_i)}^{T(B_{i+1})} f(x)dx \right)$. Hence, $T(B_i)$, $i = 1, \cdots, n-1$ are the solution of (4.2) according to the theorem. Let $F_i(X) = \frac{\partial g(X)}{\partial x_i}$, then Eq. (4.2) is equivalent to
\[ F(X) = [F_1(X), F_2(X), \ldots, F_n(X)]^T = 0, \]  
where 0 is an \( n-1 \) dimensional vector \([0, 0, \ldots, 0]^T\).

In general, with the existence of the solution of (4.3), by using Newton's iterative method, we can find the approximation of the solution \( X \) by the following iteration:

\[ X_{k+1} - X_k = -DF(X_k)^{-1}F(X_k), \quad k = 0, 1, 2, \ldots \]

where

\[
DF(X) = \begin{bmatrix}
M_1 & f(x_2) & 0 \\
f(x_2) & M_2 & f(x_3) & 0 \\
& M_3 & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
& & & f(x_{i-1}) & M_{i-1} \\
0 & & & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots & \ddots \\
& & & f(x_{i+1}) & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & \ddots & \ddots \\
& & & & & & & \ddots & \ddots \\
& & & & & & & & \ddots & \ddots \\
& & & & & & & & & \ddots & \ddots \\
& & & & & & & & & & \ddots & \ddots \\
\end{bmatrix}
\]

and \( M_i = -2f(x_i) + (x_{i-1} - x_i)f''(x_i) \) for \( i = 1, 2, \ldots, n-1 \). \( DF(X) \) is a symmetric tridiagonal matrix and Eq. (4.3) is equivalent to the linear system equations

\[ DF(X_k)(X - X_k) = -F(X_k) \]  

By using LU decomposition method [1], we can solve the linear equations (4.6) to obtain \( X_{k+1} \). We know that the complexity of this method is \( O(n) \), where \( n \) is the order of the tridiagonal matrix. We can solve (4.6) for sequence \( \{X_k\}_{k=1,2,\ldots} \). After \( N \) steps of iteration, the complexity is \( N \cdot O(n) = O(n) \). That is, we can obtain the arbitrary approximation of the solution in polynomial time. We can use

\[ \|X_{k+1} - X_k\|^2 = \sum_{i=1}^{n-1} (x_{k+1,i} - x_{k,i})^2 \leq \varepsilon, \quad \varepsilon > 0. \]  

to find the number of steps \( N \). Hence the result satisfies the precision requirement.

In Figure 5, we show the algorithm for finding the optimal window partition (from \( x_0 = T(B_0) \) to \( x_n = T(B_n) \) ) for any reconnection pattern \( f(x) \).

**Example 1.** Assume that the reconnection pattern has a uniform distribution within the window, that is, \( f(x) = c \), where \( c \) is a constant. From the above theorem, we have

\[
g(\tilde{X}) = \sum_{i=0}^{n-1} x_i \int_{x_i}^{x_{i+1}} f(x)dx = c \sum_{i=0}^{n-1} x_i (x_{i+1} - x_i)
\]

\[
F_i(\tilde{X}) = \int_{x_i}^{x_{i+1}} cdx + c(x_{i+1} - x_i) = c(x_{i+1} - x_i + x_{i-1} - x_i) \quad \text{for} \quad i = 1, 2, \ldots, n-1.
\]

If \( F_i(\tilde{X}) = 0 \), we have \( x_{i+1} - x_i = x_{i-1} - x_i \), then \( x_i = x_0 + (i/n) \). This indicates evenly spaced intervals gives the optimal partition when the reconnect distribution is uniform within the window.

**Example 2.** Assume we are to divide a window of size 10 into 3 subintervals, and the reconnect distribution follows the formula

\[
y = \begin{cases} 
  x, & 0 \leq x \leq 5 \\
  10 - x, & 5 \leq x \leq 10;
\end{cases}
\]
Then, from the above theorem, we know that there exists a maximum value of $g(X)$, where

$$g(X) = x_1 \int_{x_1}^{x_2} ydx + x_2 \int_{x_2}^{10} ydx,$$

and $0 \leq x_1 < x_2 \leq 10$.

If $0 \leq x_1 \leq 5$, $5 < x_2 \leq 10$, 

$$g(X) = \frac{1}{2} x_2 (x_2 - 10)^2 - \frac{1}{2} (x_2 - 10)^2 x_1 + 25x_1 - \frac{1}{2} x_1^3.$$

If $0 \leq x_1 < x_2 \leq 5$, 

$$g(X) = \frac{1}{2} x_1 (x_1^2 - x_i^2) + \frac{1}{2} x_2 (50 - x_2^2).$$

If $5 < x_1 < x_2 \leq 10$, 

$$g(X) = \frac{1}{2} (x_1 - x_2) (x_2 - 10)^2 - \frac{1}{2} (x_2 - 10)^2 x_1.$$

From the above equation, we obtained that $g(X)$ has the maximum value of 86.9385 when $x_1 = 3.1008$ and $x_2 = 5.4005$. Thus, we will divide the window at 3.1008 and 5.4005.

**Algorithm:** Optimal-Partition ($f(x)$, $\varepsilon$)

**Input:** the reconnection distribution $f(x)$; the error limit $\varepsilon$;

**Output:** the optimal partition of the interval: $x_1$, ..., $x_{n-1}$;

**Step 1.** Evaluate

$$g(X) = \sum_{i=0}^{n-1} \int_{x_i}^{x_{i+1}} x_i f(x)dx.$$

If the maximum of $g(X)$ at $x_0 \leq x_1 \leq \cdots \leq x_{n-1} \leq x_n$ is found directly,

return $x_1$, ..., $x_{n-1}$;

otherwise, go to step 2.

**Step 2.** Solve nonlinear equation (4.2).

If we can find the exact solution, return $x_1$, ..., $x_{n-1}$;

otherwise; go to step 3 for an approximation solution.

**Step 3.** For a given approximation error $\varepsilon$, let $k = 0$, and the initial value

$$X_0 = [x_{0,1}, x_{0,2}, \cdots, x_{0,n-1}]^T,$$

where $x_{0,i} = a + i \frac{b-a}{n}$ for $i = 1, 2, \cdots, n-1$

Loop: Solve (4.6) for $X_{k+1}$ by using LU decomposition

$$\text{if } \|X_{k+1} - X_k\|^2 = \sum_{i=1}^{n-1} (x_{k+1,i} - x_{k,i})^2 > \varepsilon, \quad k = k+1, \text{ continue;}$$

else return $X_{k+1}$.

**Figure 5.** Optimal Partition of Interval

### 4.3. A Dynamic Scheme

Like the dynamic BS scheme [16], we can modify our method of deriving partition of window period using reconnection pattern a little bit to further reduce the size of the report when
the number of items updated is small. That is, instead of using an N-bit sequence for $B_0$, we explicitly use the IDs of items that have been updated since $T(B_0)$. Other bit sequences ($B_1$, ..., $B_{n-1}$) are composed as before. If both IDs and timestamps are implemented as 32-bit integers, the overall size of the report is $32k + \sum_{i=1}^{n-1} |B_i| + 32n$, where the first term is the size of $k$ IDs (or $B_0$), the second term is the size of the rest of the bit-sequences (i.e., $B_1$, ..., $B_{n-1}$), and the last term is the size of $n$ timestamps. Note that the number of timestamps (or bit sequences) in our approach is, in general, different from that of Jing’s. We will pick up this issue later.

5. Composing a Near-Optimal Invalidation Report

It has been proved that given a reconnection pattern, an invalidation report composed by the above method can minimize the false invalidation rate. However, the client reconnection pattern generally changes from one period to another or even from one window to another. To devise optimal invalidation reports, the server must continuously recalculate the partition for each window. This can cause tremendous overhead to the system, especially when the complexity of Newton's iterative method is unknown (because the complexity is dependent upon the reconnect distribution function $f(x)$); the only thing we know about the calculation is that each step of the iterative method has a polynomial time $O(n)$ complexity, where $n$ is the order of the tridiagonal matrix (please refer to Equation (4.5) of Section 4.2). As a result, a near-optimal, but less costly and much faster solution to this problem may be desirable.

5.1 Approximation to the Reconnection Patterns

Clients’ reconnection pattern, in mathematical functional form, is required when deriving the optimal partition using Newton’s method. In reality, clients’ reconnection distributions could be arbitrary. Finding well-fitting analytical formulas for arbitrary reconnect distributions is not a trivial job, not to mention the distributions change constantly. As a result, it is maybe desirable to describe a distribution as a series of numerical values. For example, the distribution in Figure 4 can be approximated by $m$ sampling points: $(x_1, f(x_1)), (x_2, f(x_2)), ..., (x_i, f(x_i)), ..., (x_m, f(x_m))$. The larger the $m$ value, the closer the approximation. Hereafter, we shall assume the reconnection pattern is a series of numerical values, which supposedly can be readily derived from the server’s log.

5.2 Near-Optimal Partition of the Window

Recall that in the previous proof, the critical problem was to find a vector $X = [x_1, x_2, \cdots, x_{n-1}]^T$ such that $g(X) = \sum_{i=0}^{n-1} \int_{x_i}^{x_{i+1}} x_i f(x) dx$ attains its maximum, where $n$, $x_0$ and $x_n$ are three constants, $x_0 \leq \cdots \leq x_i \leq x_{i+1} \leq \cdots \leq x_n$.

As observed from Section 4, there are two steps to finding an approximation to the optimal solution $X$. They are: (1) initialize the intervals with some $X^0$, and (2) quickly adjust the initial values to the optimal positions, even without knowledge of the analytical formula for the distribution function $f(x)$. 
5.2.1 Finding the Initial Partition

Recalling from the proof of the theorem, the conditions for \( g(X) = \sum_{i=0}^{n-1} \left( \int_{x_{i}}^{x_{i+1}} f(x) \, dx \right) \) to attain its maximum are

\[
\frac{\partial g(X)}{\partial x_i} = \int_{x_{i}}^{x_{i+1}} f(x) \, dx + f(x_i)(x_{i+1} - x_i) = 0, \quad i = 1, 2, \ldots, n - 1.
\]

Let \( S(x_{i-1}, x_i) \) be the area under the distribution curve bounded by subinterval \([x_{i-1}, x_i]\) on X-axial as shown in Figure 6.

Here, we assume the reconnect distribution is a series of numerical values. Let \( a \) and \( b \) be the start and end points on X-axial of the curve respectively. There exists a vector \( X_0 = [a, x_1, x_2, \ldots, x_{n-1}, b]^0 \) such that these values divide evenly the whole area covered by the distribution curve into \( n \) subintervals. That is:

\[
S(a, x_0^1) = \ldots = S(x_{i-1}^0, x_i^0) = S(x_i^0, x_{i+1}^0) = \ldots = S(x_{n-1}^0, b) = S(a, b) / n
\]

As shown in the Figure 6, the dot line represents the true distribution curve. The rectangle areas are equal to their corresponding \( S(x_i^0, x_{i+1}^0) \). The solid-line curve (called \( f_0(x) \) thereafter) in Figure 6 can be regarded as an approximation of the actual distribution curve. Obviously, \( f_0(x) \) also satisfies such equation:

\[
\int_{x_{i-1}^0}^{x_i^0} f_0(x) \, dx + f_0(x_i^0)(x_{i+1}^0 - x_i^0) = 0, \quad i = 1, 2, \ldots, n - 1
\]

because \( \int_{x_{i-1}^0}^{x_i^0} f_0(x) \, dx = S(x_{i-1}^0, x_i^0) = S(x_i^0, x_{i+1}^0) = f_0(x_i^0)(x_{i+1}^0 - x_i^0) \). This demonstrates that vector \( X_0 = [a, x_1, x_2, \ldots, x_{n-1}, b]^0 \) is the ideal solution for \( g_0(X) = \sum_{i=0}^{n-1} \left( \int_{x_{i}}^{x_{i+1}} f_0(x) \, dx \right) \) to attain its maximum.

Here, we have to compromise on the condition of \( f(x) \), that is, \( f(x) \) should be continuous function, as required by the theorem. But the discussion here only serves the purpose of finding a good initial value; it will not affect the validity of the initial values for the partition or adjustment of these values later. Just as demonstrated in Figure 6, the process of finding the initial value of \( X \) should be straightforward.

Figure 6: Finding Initial Value for X
5.2.2 Refining the Partition

Assume that the distribution curve \( f(x) \) is comprised of a certain number, say \( m \), of points, and the points are \( P_1, P_2, ..., P_m \) with coordinates \((x_1, f(x_1)), (x_2, f(x_2)), ..., (x_m, f(x_m))\). Because the interval \([x_i, x_{i+1}]\) is relatively tiny for a large \( m \), according to trapezoidal rule in numerical analysis \([1]\), we have the following approximation with relatively good precision:

Then the following values are easy to get:

\[
\begin{align*}
S(a, x_1) \\
S(a, x_2) &= S(a, x_1) + S(x_1, x_2) \\
& \quad \vdots \\
S(a, x_m) &= S(a, x_{m-1}) + S(x_{m-1}, x_m) \\
S(a, b) &= S(a, x_m) + S(x_m, b)
\end{align*}
\]

because vector \( X_0 = [a, x_1, x_2, \ldots, x_{n-1}, b] \) divides evenly the whole area \([a, b]\) covered by the distribution curve into \( n \) subintervals. That is \( S(a, x_1) = \ldots = S(x_{i-1}, x_i) = \ldots = S(x_{n-1}, b) = S(a, b) / n \). We should have

\[
\begin{align*}
S(a, x_1^0) &= S(a, b) / n \\
S(a, x_2^0) &= 2 \cdot S(a, b) / n \\
& \quad \vdots \\
S(a, x_{n-1}^0) &= (n-1) \cdot S(a, b) / n
\end{align*}
\]

With Equations (5.1) and (5.2), round \( x_i^0 \) to the nearest \( x_j \), that is,

\[ S(a, x_i^0) = i \cdot S(a, b) / n \approx S(a, x_j). \]

The value of \([a, x_1, x_2, \ldots, x_{n-1}, b] \) is then obtained. The complexity of the above process to get \( X_0 \) is obviously \( O(m) \).

Again, in order to obtain \( \int_{x_{i-1}}^{x_i} f(x) \, dx \), we calculate \( S(x_{i-1}, x_i) \) as described in Section 4.

Depending on the accuracy desired, we divide the whole period \([a, b]\) evenly into \( r \times n \) subintervals, where \( r \) is an arbitrary positive integer that meets the condition \( r \times n < m \), by letting \( X_r = [a, x_1^r, x_2^r, \ldots, x_r^{r-1}, b] \). Then, we have \( S(x_r, x_{i-1}) = S(a, b) / (r \times n) \).

Next, adjust \( x_1^0 \) onto the \( x_1^r \) values, where \( x_1^r \) falls in \((a, x_2^r)\); that is, adjust the value of \( x_1^0 \) once at a time from \( x_1^0 \) to \( x_2^{2r-1} \). After adjusting \( x_1^0 \) value to \( x_1^r \), calculate \( f(x_1^0) \cdot (x_1^r - a) \); a new value of \( x_2^0 \) is obtained according to \( f(x_1^0) \cdot (x_1^r - a) = S(x_1^r, x_2^0) \).

Calculating \( f(x_2^0) \cdot (x_2^0 - x_1^0) \) using the updated \( x_2^0 \) value, a new value of \( x_3^0 \) is also obtained according to the formula \( f(x_2^0) \cdot (x_2^0 - x_1^0) = S(x_3^0, x_2^0) \).

Repeat such procedure till the new \( x_{n-1}^0 \) is obtained. Calculate \( g(X_0) \) according to the new \( X_0 = [a, x_1, x_2, \ldots, x_{n-1}, b] \). Find the corresponding \( X_0 \) so that \( g(X_0) \) attains the maximum by comparing \( g(X_0) \) value with different \( X_0 \). To improve the accuracy, we can divide the two adjacent intervals in which the above \( x_i^0 \) is resided into finer intervals. After repeating the same process as above, higher accuracy can be achieved.

The complexity of above adjustment process is \( O(r \times n \times m) = O(m^2) \), where \( r \) is the number of subintervals after the partition; \( n \) is a positive integer used for finer partition, which meets the condition \( r \times n < m \); \( m \) is the total number of discrete values describing the distribution.
6. Simulation Results

In this section, we report simulation results on Jing’s and our approaches based on the size of invalidation reports and false invalidation rate. We have chosen to experiment with the dynamic versions of these two approaches because of their flexibility in accommodating a variable number of updates in the report. The results should be applicable to the original schemes without much difference. A report has two parts – bit-sequences and timestamps. Since item IDs are used as the first bit-sequence $B_0$ in the dynamic schemes of both approaches, we shall exclude $B_0$ from the “bit-sequences” in the following discussion, unless otherwise stated. We will also discuss the effect of timestamps on the overall size of a report later.

The purpose of the simulations is mainly to compare the size of the reports and the effectiveness of the bit-sequences in reducing the false invalidation rate, denoted FIR, which is defined as $FIR = \frac{\text{number-of-invalidated-items} - \text{false-invalidate-items}}{\text{number-of-invalidated-items}}$.

Since the compositions of the bit-sequences are different in these two approaches, the lengths of bit-sequences will also be different. In order to make fair comparisons of the effectiveness of bit-sequences in correctly invalidating items, we define an effectiveness measure, denoted EF, as $EF = \frac{1 - FIR}{\text{length-of-bit-sequences}}$.

This measure tells the percentage of correct invalidations per unit length of bit-sequences. We shall compute the relative effectiveness (REF), the ratio of our EF to Jing’s EF, as $\frac{\text{ours} - EF}{\text{Jing’s} - EF}$, to show the how effective our approach is when compared to Jing’s approach.

It is noted that the near-optimal method proposed does not require any a priori knowledge of the reconnection pattern. Approximate clients’ reconnect distribution is derived dynamically from clients’ reconnect activities. In the simulation, we draw 6,000 sampling points to approximate the reconnect distribution. To obtain the optimal partition, we first divide the window into 3 intervals, as described in Section 5, and then divide each interval into 10 subintervals to obtain a more accurate partition; finally, we divide the two candidate subintervals that contain the optimal partition points, into 10 intervals each to derive our final partition. The entire process of deriving a near-optimal partition takes less than 0.01 ms on a PC with Celeron 400 MHZ processor and 128 MB RAM. The flexibility and speed of our method justify its application to real mobile database environments.

For ease of understanding, we have chosen the two patterns, a uniform distribution and a non-uniform distribution with a peak in the middle of the window described in the Examples 1 and 2 of Section 4.1, for our simulations. Certainly, our near-optimal partition can apply to any distribution function. It is noted that cache size has no effect on FIR, which is due to the inaccuracy of the report. We have also tested with various database update rates, 10%, 30%, 50%, which are the percentages of items updated during the last window period, to see their effects on the false invalidation rate.

The lengths of the bit-sequences in the two approaches are usually different. As mentioned earlier, the expected size of Jing’s bit-sequences (excluding $B_0$) can be calculated beforehand as $2k$, where $k$ is the number of items updated since $T(B_0)$; in our approach, it depends on the number of subintervals in the window, which can be chosen as desired. In order to compare the effectiveness of bit-sequences, we have chosen the number of subintervals to be 3 in our approach so that the lengths of our bit-sequences can be as close to Jing’s as possible.
Note that in general, the more subintervals in a window, the larger the reports, and the fewer the false invalidations. In our method, we can divide the window into more subintervals as desired to reduce the false invalidation rate, while Jing’s cannot (size = 2k).

<table>
<thead>
<tr>
<th></th>
<th>10% Length</th>
<th>30% Length</th>
<th>50% Length</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Near-Optimal</strong></td>
<td>1731</td>
<td>5065</td>
<td>8397</td>
</tr>
<tr>
<td><strong>FIR</strong></td>
<td>0.1883</td>
<td>0.1884</td>
<td>0.1881</td>
</tr>
<tr>
<td><strong>Optimal</strong></td>
<td>1731</td>
<td>5065</td>
<td>8397</td>
</tr>
<tr>
<td><strong>Jing’s</strong></td>
<td>2281</td>
<td>6324</td>
<td>10378</td>
</tr>
<tr>
<td><strong>Ratio</strong></td>
<td>0.7589</td>
<td>0.7984</td>
<td>0.8091</td>
</tr>
<tr>
<td><strong>REF</strong></td>
<td>1.337</td>
<td>1.271</td>
<td>1.253</td>
</tr>
</tbody>
</table>

As discussed earlier in Section 4, for a uniform reconnection pattern, an evenly divided window yields the optimal performance. For the convenience of calculation, the window size has been set to be 10 time units in all simulations. In the following tables, in the “Length” column we report the length of bit-sequences in bits. The row “Ratio” shows the ratios of the length and FIR of the optimal method to Jing’s. Since the performance of our near-optimal solution is nearly identical to the optimal method, the ratios also apply to both the optimal and near-optimal methods to Jing’s. Hereafter, we shall not differentiate our near-optimal and the optimal methods, unless otherwise stated.

It can be observed from Table 1 that our bit-sequence size is around 80% of Jing’s (i.e., 0.7589, 0.7984, 0.8091 for 10%, 30%, 50% update rates, respectively). This result is consistent with our analysis on the estimations of bit-sequence sizes. Recall that the length of Jing’s bit-sequences is 2k (excluding B_0), while ours is k + (2/3)k = (5/3)k, where k is the size of B_1 (and also the number of items updated), and (2/3)k is the expected size for B_2. That is, ours is only 83% ((5/3)k / 2k ≈ 0.83) of Jing’s.

The FIRs basically remain the same for different database update rates in each approach, that is, around 18.8% in our approach and 20.0% in Jing’s approach. It indicates that FIR has to do with the ways of composing bit-sequences, and has nothing to do with the rates of updates.

In summary, not only are our bit-sequences shorter than Jing’s, approximately 80% of Jing’s, but also achieve better (or lower) false invalidation rates (approximately 94% of Jing’s). This implies our bit-sequences are more effective in lowering the false invalidation rate. According to the relative effectiveness measure REF, our bit-sequences are 25 – 34% more effective in correctly invalidating items than Jing’s.

Now let us consider the size of timestamps. The total size of timestamps in Jing’s report is 32log(k), while it is 32n in ours, where log(k) and n are the numbers of bit-sequences in respective reports. In our report, there are 3 (i.e., n = 3) timestamps, while in Jing’s report, it has log(k) timestamps (log(1,000)=10, ..., log(5,000)=13 for 1,000, ..., 5,000 updates, respectively, during the last window). Clearly, we use much less timestamps and consume less space than Jing’s report.

In Table 2, we show the results of the non-uniform distribution described in Example 2 of Section 4.1. According to Theorem 1, we divided the window at 3.1008 and 5.4008. Again, our bit-sequences are shorter (about 80% of Jing’s), and yet achieve much lower false invalidation rates (76% of Jing’s). As in the uniform case, the FIRs remain the same in each approach for
different item update rates. The FIRs are around 17.6% in our approach, compared to 23.1% in Jing’s. In terms of the REF measure, our bit-sequences are 31-40% more effective than Jing’s.

<table>
<thead>
<tr>
<th>Table 2: Non-uniform Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Near-Opt</td>
</tr>
<tr>
<td>Optimal</td>
</tr>
<tr>
<td>Jing’s</td>
</tr>
<tr>
<td>Ratio</td>
</tr>
<tr>
<td>REF</td>
</tr>
</tbody>
</table>

It is worth mentioning that if there is enough bandwidth for longer reports, in our approach we can easily divide the window into more subintervals (i.e., more bit-sequences) to achieve lower false invalidation rates. However, this may not be possible for Jing’s approach because the number of bit-sequences (i.e., log(k)) is completely determined by the number of updates (k) in the window period. That is, even though there is still bandwidth left for use, Jing’s approach simply cannot use it to reduce the false invalidation rates. Excess bandwidth may be used to reduce false invalidation by increasing the number of bit-sequences in our approach.

In summary, our approach clearly outperforms Jing’s approach in terms of the length of bit-sequences, number of timestamps, effectiveness of reducing FIR, and flexibility in using excess bandwidth to reduce false invalidation rates. Our near-optimal solution yields almost identical results as the optimal one. As mentioned earlier, the near-optimal solution can be applied to any distributions without a priori knowledge of the distributions; it is fast and agile.

7. Conclusions

In this paper, we discussed the composition of invalidation reports to achieve minimal false invalidation rates. We have found that false invalidation rates have to do with the reconnection patterns of clients, that is, the distribution of the durations between disconnections and reconnections. Based on the bit-sequence approach [16], we redesigned the hierarchy of the bit-sequences, taking into account the reconnection patterns of mobile clients. We have shown that by using Newton’s method, we can derive a partition of the report window to achieve a minimal false invalidation rate for a given reconnection pattern. In order for this approach to be used practically in the mobile database environment, we devise a near-optimal partition of the window, which does not require a priori knowledge of the reconnection pattern. It is dynamic, fast, and yields almost identical results as the optimal one. We have performed simulations to show that our approach of composing reports indeed has better performance than Jing’s in terms of the length of bit-sequences, number of timestamps, effectiveness of reducing FIR, and flexibility in using excess bandwidth.
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